What determines export structure in the EU countries? The use of gravity model in international trade based on the panel data for the years 1995-2015
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Abstract. The aim of this article is to demonstrate the differences in the intensity of production factors' use in the export of the European Union countries, which cannot be explained only by the resources available at the disposal of these countries. The paper is an empirical analysis of the general and bilateral trade of the EU countries. The article uses statistical data for comparative analysis of the export structure and further construction of the gravity model. The line of reasoning consists of two essential elements. First, conclusions are drawn based on literature analysis. The main empirical part of the article is based on quantitative analysis (the gravity model using secondary data). UNCTAD was used as the data source of statistical data. Commercial cooperation attractiveness in the EU is a key factor in constructing the gravity model of foreign trade. The attractiveness can be expressed as the size and level of development of economic partners, geographical distance and the common border. Nevertheless, new variables such as memberships in the EU and the EMU were added. The resources of production factors have no direct impact on the export structure. The chosen direction of economic cooperation is crucial.
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1. INTRODUCTION

There are four main neoclassical trade theories, namely, the factor price equalization proposition (Samuelson, 1948; 1949), the Stolper-Samuelson proposition (Stolper & Samuelson, 1941), the Rybczynski proposition (Rybczynski, 1955) and the Heckscher-Ohlin proposition (Ohlin, 1933). According to the Heckscher-Ohlin factor abundance theory, each country should specialize in the manufacturing and exporting of those goods the production of which requires more intensive use of manufacturing facilities (van Marrewijk, 2017). This part of the Heckscher–Ohlin model is commonly known as the H-O theorem. It requires fulfilling a number of assumptions, such as identical buyer preferences and similar technology of manufacturing in each country, no trade restrictions and mobility of domestic production factors on the international scale (Marrewijk, 2017). The second part of the model derived from the Heckscher-Ohlin analysis, assuming equalization of prices for the factors of production in free trade, as defined by The Heckscher-Ohlin-Samuelson theorem (H-O-S theorem). In the assumption of the theorem, the specialization in the manufacturing of products based on abundant resources will lead to increased prices and also to decreases prices for resources from which production has been withdrawn for the benefit of imports. Therefore, despite the lack of mobility of production factors, their prices will be offset by international trade. It is a substitute for the mobility of production factors because export of products based on the use of a particular factor generates, indirectly, the export of this factor to the market of a trading partner (Morawczyński & Wach, 2004). Attempts to verify empirically this Heckscher-Ohlin’s assertion usually failed to confirm its validity (Cieślik, Michalek, & Mycielski, 2012). This was mainly due to the assumptions being difficult to meet, including the mobility of production factors, which, on the one hand, assumes no cost of shifting resources within a country or a firm, and on the other, does not take into account the excesses of this mobility outside the country. The theory also failed to take into account the development of intra-industry trade, which was mainly between highly developed countries with similar equipment and production factors based on advantages gained through the economies of scale (Gieślik, 2005). Sources of business dominance were perceived solely in their environment, disregarding the issues of improved productivity through technology transfer, product quality improvement, or production organization (Yassar & Morisson Paul, 2008).

The article deals with the issue of the intensity of the use of production factors in the export structure of European Union countries to the EU market. The purpose of the study is to identify the basic empirical factors determining the export volume and structure in the countries of the European Union. It will be also possible to demonstrate that the resources of the production actors are not directly reflected in the structure of goods. This was done by analyzing the structure of individual countries’ exports to the EU market, examining bilateral trade within the EU with elements of comparative analysis, and by using the gravity model of international trade for product groups that were isolated due to the intensity of use of the manufacturing factors. “The gravity model has been extensively used in international trade research for the last 40 years because of its considerable empirical robustness and explanatory power” (Kepaptsoglou, Karlaftis, & Tramboulas, 2010).

This article contributes to the literature in four aspects. First, many authors, such as van Bergeijk and Brakman (2014) have noticed the comeback of the gravity model in empirical studies of international trade and foreign direct investment. And this article is an attempt to use the recent data (1995-2015), and what is more the data for new member states of the European Union (EU). Second, we extended the traditional gravity model of new variables such as the membership in the EU and in the European Monetary Union (EMU), as well as having a common border between countries. The relative difference in the value of GDP between countries was applied as the augmented variable. Third, we use a gravity model not to use the trade volume only, but to demonstrate the differences in the intensity of use of production factors in the export
of the European Union countries, which cannot be explained only by resources at the disposal of these countries (Maciejewski, 2017). Fourth, there are not enough evidence and the trade relations need to be empirically tested using different empirical data and perhaps enabling new discoveries by new attempts and trials (Ambroziak, 2017; Brodzicki & Kwiatkowski, 2018; Sapkota et al., 2018; Tung, 2018).

2. LITERATURE REVIEW

The literature presents two opposite attitudes towards the role of the territorial distance while doing business across borders (Wach, 2015). The role of the distance is still being explored in many countries and by many researchers. Cairncross (2001) notices that nowadays geographical distance seems to be out of place in the age of global markets (“death of distance”), but Ellis (2007) highlights that the empirical evidence suggests otherwise (“distance still matters”). This issue has been researched on recently by numerous economists, geographers and especially by international business researchers (Clark, Dollar & Micco, 2004; Ghemawat, 2001; Frankel & Rose, 2002). Basile, Parteka, and Pittiglio (2018) confirm the relevance of spatial network effects in export diversification, especially spatial proximity to large countries accelerates the diversification process. This is why we decided to check the role of distance for the export structure in the European Union countries (EU-28).

The distance is connected with the concept of a gravity model of international trade (Linneman, 1966), which was proposed independently by Tinbergen (1962) and Poyhonen (1963). Elmslie (2018) sees even that the gravity model was invented by Adam Smith in his very early theory. This formula was to explain the bilateral flows among countries taking into account the size of countries and the limiting factor in trade, which reflected the costs of movement between the two countries. This proxy of resistance factor was the geographical distance (Anderson, 1979: 106-116).

Martinez-Zarzoso and Nowak-Lehman (2002) applied the augmented gravity model to assess Mercosur-EU trade and trade potential following the agreements that were reached between both trade blocks. Based on the sample of 20 countries and utilizing panel econometric models containing various relevant variables, captured time-invariant country-specific effects, and dynamic relations. Using such variables as proxy infrastructure quality, income differences and exchange rates, allowed to explain determinants of bilateral trade flows more precisely than utilizing a simple core gravity model.

We analyzed the determinants of the export structure in the EU countries (bi-directionally) using the gravity panel data approach (Baltagi, 2005). In the article as potential independent variables describing the value of exports of particular categories of products, it was decided to formulate research hypotheses, assuming the following:

H1a: The higher GDP, both of the exporting country and of the importing country (as its partner), should, therefore, be conducive to an increase in the value of the trade.

H1b: The higher levels of GDP per capita of both exporting and importing partners foster an increase in the value of the trade.

On one hand, larger economies, with their correspondingly larger production, have the opportunities to appear on foreign markets. On the other hand, larger economies also report higher demand that can be met outside the country. The rising level of economic development (measured by GDP or GDP per capita) results in both production and consumption increase. The production effect, based on the new theory of economic growth, takes into account the qualitative aspect of the production factors and takes into account not only their size but also the productivity that grows as the economy grows. On the other hand, the consumption effect is related to the increase in demand for imported goods as a result of
increased consumer incomes and changes in the structure of this demand (Johnson, 1959; 1968). This is why we will verify the following hypotheses:

**H2a:** The lower the relative difference in the value of GDP of entities belonging to the analyzed pair of countries (especially in bigger economies), the larger the volume in trade between these countries.

**H2b:** Leveling the GDP per capita of trading partners cause the increase of the value of their trade.

The ratio of the relative difference in the GDP of entities belonging to the analyzed pair of countries ($DistGDP$), which indicates the increasing diversification of export-import potential of economic partners. Especially with the regard to larger economies (as measured by GDP), the reduction of this difference should be conducive to the creation of trade.

The index was calculated using the formula (Somma, 1994, p. 792):

$$DistGDP_{ij} = 1 + \frac{(w)\ln(w)+(1-w)\ln(1-w)}{\ln(2)}, \text{ where } w = \frac{GDP_i}{GDP_i+GDP_j}$$

(1)

This indicator is a standardized measure taking values from the range $[0,1]$, where zero denotes the identical GDP of countries, and the approximation to one is equivalent to the increase in the variation between their GDP.

The value of the indicator of the relative difference in GDP per capita of entities belonging to the analyzed pair of countries ($DistGDP_{pc}$) is calculated in the same way as for the difference in GDP mentioned above. The slight differences in GDP per capita of a pair of countries may indicate their similar consumer preferences. Meanwhile, the theory of similarity of preference developed by Linder (1961, p. 94) shows that the country exports primarily goods that already exist in the internal market. It guarantees a profitable production and conducts effective competition with producers of identical or similar goods on foreign markets. This means that the level of GDP per capita of trading partners will be conducive to an increase in the value of their trade.

The larger the geographic distance corresponds to the weakening of the attractiveness of commercial cooperation, mainly due to its costs, represented mainly by transport costs, delivery time, but also cultural differences. As the distance between exporting and importing partners grows, trade intensity should be weakened. Brun et al. (2005) state that the estimated coefficient of distance on the volume of trade is generally found to increase rather than decrease through time using the traditional gravity model of trade. This made us to assume the following hypothesis:

**H3:** The closer the geographic distance of the exporting and the importing partners, the intensity of trade is higher.

Owning by a pair of countries a common border is conducive to establishing business contacts (Shin & Serlinga, 2004). Results of research done in various parts of the world confirm that (Felipe & Kumar 2010; Wach, 2015; Fitzsimons, Hogan & Neary, 2013). This resulted in the following hypothesis:

**H4:** Having a common border between the exporting and importing partners stimulate the value of the trade.
The membership in the integration grouping is an incentive to establish commercial cooperation, especially through trade creation and trade diversion. In the analyzed period of 1995-2015, three EU enlargements took place: in 2004 Malta and Cyprus as well as eight Central and Eastern European countries joined the EU; in 2007 Bulgaria and Romania and finally in 2013 Croatia. Bittmanova (2016) using empirical data shows that “even though the EU membership of both countries affects the exports of one to the other member country positively, there is no evidence of the trade creation effect in 1993, when the Single European Market as such had been created”, so in-depth further studies are needed. It made us to verify the following hypothesis:

**H5:** The membership in the EU as the integration grouping stimulates trade between exporting and importing partners.

The elimination of transaction costs and foreign exchange risk are factors supporting the intensification of trade. The common currency in non-cash transactions was introduced on January 1, 1999, and in cash form as of January 1, 2002, becoming initially a legal tender in twelve EU countries (out of EU-15). Slovenia entered the monetary union in 2007, Cyprus and Malta in 2008, followed by Slovakia in 2009, Estonia in 2011, Latvia in 2014 and Lithuania in 2015 (currently there are 19 members of the EMU). The positive impact of Euro adoption on trade was recently proved empirically by (Martínez-Zarzoso & Johannsen, 2017). This is why the last testing hypothesis is as follows:

**H6:** The membership in the single currency area (EMU) stimulates trade between exporting and importing partners.

3. **METHODOLOGY**

The analysis of the export structure was based on the data provided by the UNCTADstat, that is by the statistical database of the United Nations Conference on Trade and Development (UNCTAD 2018) for the years 1995-2015 (Maciejewski, 2017).

A gravity model is applied as the main method, using the reliable sources of data such as statistical data of Eurostat and UNCTADstat, CEPII (The Centre d'Études Prospectives et d'Informations Internationales). Instead of a core gravity model, we applied the augmented gravity model by adding such variables as "EU membership" and "EMU membership".

The analysis of the export structure of European Union countries allows referring to the differentiation in this regard at the level of individual member states. Their export structure enables to distinguish various export streams due to the intensity of the use of production factors using the SITC classification, namely (i) resource-intensive goods, (ii) labour-intensive goods, (iii) capital-intensive goods, (iv) technology-intensive goods easy to imitate, and (v) technology-intensive goods difficult to imitate (Ariff & Hill, 1985, p. 180). This analysis was first performed for deliveries made to the market of all EU-28 countries in the years 1995-2015 (Table 1).
The data and calculations indicate a high level of variation in the intensity of the individual factors of production in the goods structure of exports of EU countries to the EU market. The export structure of the EU countries is varied, there are some countries where resource-intensive goods are predominant (Lithuania, Latvia, Netherlands), while among others the share of those goods is the smallest in exports (Czech Republic, Germany, Slovakia, Romania). The same applies to other product goods.

It seems to be appropriate to analyze the export structure of supplies to specific markets, taking into account the specifics of bilateral trade relations, which although exist within the EU’s free movement of goods and factors of production, are shaped and dimensioned by individualized determinants. To confirm the need for such research, a comparative analysis of the export structure was made, due to the intensity of use of the production factors, of each of the EU-28 countries in the supply to the markets of all possible combinations of pairs of trading partners belonging to the European Union. As a result, for each of the EU countries, the structure of exports was collated and compared to 351 pairs of countries. As a tool of comparative analysis of export structures, Clark’s divergence coefficient was used as a model (Clark, 1952) by the following formula:

\[ D(X, Y) = \sum_{i} P_i \left( \log \frac{P_i}{Q_i} \right) \]

where:
- \( D(X, Y) \) is the divergence coefficient,
- \( P_i \) is the probability of occurrence of the ith event in the first sample,
- \( Q_i \) is the probability of occurrence of the ith event in the second sample.

The following formula:

\[ \text{combinations of pairs of trading partners belonging to the European Union. As a result, for each of the EU} \]

...the need for such research, a comparative analysis of the export structure was made, due to the intensity of use of...
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\[ d_{ii} = \sqrt{\frac{1}{m} \sum_{j=1}^{m} (q_{ij} - q_{ij})^2} \]  

(2)

where:

- \( m \) – the number of goods groups specified for the analysis,
- \( I, l \) – the direction of export,
- \( j \) – particular goods groups,
- \( q \) – share of the goods of a given group in the export structure to the given market.

Such a coefficient takes values from 0 to 1, with a value of zero meaning that the structures compared are identical, and a value of one means that they are completely different. Averaged over all observations (351) of the value of the coefficient in the export structure of individual EU member states in 2015 is shown in Fig. 1.

Figure 1. Average diversification of the export structure of the EU countries to the EU markets in 2015

Source: own calculations based on UNCTAD (2018)

The obtained values indicate that the intensity of the utilization of the production factors in export varies in different markets. This also applies to countries that are at similar levels of economic development, with similar resources to manufacturing factors. Therefore, the structure of their exports is limited to a limited extent by the country's wealth in selected factors. Otherwise, the structure of exports to the same markets would be similar, and the value of the divergence coefficient would be close to zero. Meanwhile, in 2015 its average level did not exceed 0.2 only in relation to the export structure of the Netherlands and Germany, and
in Cyprus and Malta, it was even higher than 0.5. It can, therefore, be inferred that in bilateral trade relations the intensity of the use of the factors of production is influenced by other factors.

At the next stage of the study, the exports of all EU-28 countries to each other were analyzed, highlighting the structure of the goods group turnover in terms of the intensity of the use of the production factors in the years 1995-2015. During the investigated period (21 years) for each goods group, therefore, 15,876 observations were made, constituting a combination of pairs of EU-28 countries. The stationarity of the obtained time series was verified using the Dickey-Fuller test in the Gretl program (Greene, 2002).

The gravity model of international trade has been used to determine the difference in the determinants of trade between different goods groups, differing in the intensity of the use of production factors. Tinbergen (1962, pp. 263-269), referring to the gravity law of Newton, proposed that his approach to analyzing the international flows of goods was based on the assumption that the value of trade between the two countries was proportional to the result of multiplication of the income of these two counties, and hence their masses, and inversely proportional to the distance that divides them, which translates into transport costs, reducing the attractiveness of trade. In the basic version, the equation assumed the form (Tinbergen, 1962, pp. 264-265):

$$E_{ij} = a_0 Y_i Y_j D_{ij}^a$$

or after linearization, resulting from two-sided logarithm:

$$\log E_{ij} = a' + a_1 \log Y_i + a_2 \log Y_j + a_3 \log D_{ij}$$, where $a' = \log a_0$

where

$E_{ij}$ – export from $i$ country to $j$ country,
$Y_i, Y_j$ – GDP of these countries,
$D_{ij}$ – the distance between these countries,
$a_0$ – constant,
$a_1, a_2, a_3$ – coefficients of proportionality.

This concept, also proposed independently by Poyhonen (1963), has become a popular model for trade modeling, mainly due to the availability of reliable data but primarily through the ability to develop equations with new variables for testing their effects on trade flows.

Gravity models are used in various social sciences to predict and describe certain behaviors that are similar to gravitational interaction as described in Isaac Newton’s law of gravity. The theoretical support of the research in this field was originally very poor, however, several theoretical developments have appeared in support of the gravity model. Anderson (1979) made the first formal attempt to derive the gravity equation from a model that assumed the product differentiation. The gravity model is a major simplification when it comes to terms of dealing with the variables affecting positively on the volume of trade (GDP) and negative (distance). The core gravity model only takes into account the size of economies measured by home and host GDP (GDP per capita) and the geographical distance that is the proxy of transport costs and other barriers. However, it is debatable which measure of GDP (in current prices, in constant prices or in purchasing power parity) is the most adequate for gravity models (Wach & Wojciechowski, 2016).

Most authors use the gravity model with an additional vector of explanatory variables. The model has the ability to be augmented by other quantitative and qualitative variables. The analysis includes a number of other variables that could potentially affect the decisions regarding the selection of the country to export (augmented gravity model). Additionally, we decided to take into account other variables expressing the
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geography (location), that is the common border. At the same time, the effects of participation in the EU, and especially in the EMU play a very important role while exporting.

The dependent variable describes the value of exports of particular categories of goods. There are also independent variables influencing the goods structure of exports (listed in Table 2 and expressed in the above discussed hypotheses):

- GDP of entities belonging to the analyzed pair of countries ($GDP_i, GDP_j$) that reflects the exporting potential of the analysed country and its importing partner (to be verified in the $H1a$ hypothesis).
- GDP per capita of the entities belonging to the analysed pair of countries ($GDP_{pc_i}, GDP_{pc_j}$), which refers to the level of their development (to be verified in the $H1b$ hypothesis).
- An indicator of the relative difference in GDP of entities belonging to the analysed pair of countries ($DistGDP_{ij}$) (to be verified in the $H2a$ hypothesis).
- An indicator of the relative difference in GDP per capita of entities belonging to the analysed pair of countries ($DistGDP_{pc_{ij}}$) (to be verified in the $H2b$ hypothesis).
- The distance between the analyzed pairs of countries ($Dist$), which is expressed in kilometers of geographical distance in a straight line between the capitals of states (to be verified in the $H3$ hypothesis).
- Having by a pair of countries of the common border ($BORD_{ij}$) (to be verified in the $H4$ hypothesis).
- The membership in the European Union of both exporting and importing partners belonging to the analysed pair of countries ($EU$) (to be verified in the $H5$ hypothesis).
- The membership in the European Monetary Union of both exporting and importing partners belonging to the analysed pair of countries ($Euro$) (to be verified in the $H6$ hypothesis).

Against the background of its increased popularity and data availability, a range of commonly made econometric mistakes have recently been discussed in the literature, mostly pertaining to the (omitted) characteristics of countries or country pairs in gravity models. Some authors show that there is indeed a problem with the non-stationarity of variables commonly used in gravity equations (Zwinkels & Beugelsdijk, 2010).

The gathered observations of the export value and the variables determining its level for the pairs of EU-28 countries in the period 1995-2015 constitute a set of time-crossing data. The classical least squares (CLS) method for evaluating the significance of the interaction of individual independent variables can be used when there are no individual effects specific to individual pairs of countries that cannot be explained solely by the magnitude of the effects observed for observing independent variables and when there is no change in the analysed phenomenon over time. At that time, values for the analysis are treated as cross-sectional data (Honore, Luoija, 2004). However, it can be assumed that the relationship between individual pairs of countries is affected by factors specific to individual couples. To account for this aspect, the analysis was performed on panel data, creating for each pair of countries a group with a number of observations corresponding to the length of the research period, which covered 21 years. As a result, 756 groups were made, representing a combined pair of EU-28 countries, and 21 observations in each of them (a total of 15,876 observations).
Table 2

<table>
<thead>
<tr>
<th>Type of variable</th>
<th>Variable</th>
<th>Expected impact</th>
<th>Description</th>
<th>Unit</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable</td>
<td>( E_{ij,t} )</td>
<td>+</td>
<td>Value of export of particular categories of goods from i-EU country to j-EU-28 country in t-period</td>
<td>millions of USD</td>
<td>UNCTADstat</td>
</tr>
<tr>
<td>Core gravity model variables</td>
<td>( GDP_{i,t} )</td>
<td>+</td>
<td>nominal GDP in i-EU' country in t-period</td>
<td>millions of USD</td>
<td>UNCTADstat</td>
</tr>
<tr>
<td></td>
<td>( GDP_{j,t} )</td>
<td>+</td>
<td>nominal GDP in j-EU' country in t-period</td>
<td>millions of USD</td>
<td>UNCTADstat</td>
</tr>
<tr>
<td></td>
<td>( GDP_{pc_{i,t}} )</td>
<td>+</td>
<td>nominal GDP per capita in i-EU' country within EU-28 in t-period</td>
<td>millions of USD</td>
<td>UNCTADstat</td>
</tr>
<tr>
<td></td>
<td>( GDP_{pc_{j,t}} )</td>
<td>+</td>
<td>nominal GDP per capita in j-EU' country within EU-28 in t-period</td>
<td>millions of USD</td>
<td>UNCTADstat</td>
</tr>
<tr>
<td></td>
<td>( DIST_{ij} )</td>
<td>-</td>
<td>geographical distance between capitals of i-EU' country and j-EU country within EU-28</td>
<td>Km</td>
<td>CEPII database</td>
</tr>
<tr>
<td>Augmented variables</td>
<td>( DistGDP_{ij,t} )</td>
<td>-</td>
<td>the relative difference in GDP of entities belonging to the analysed pair of countries</td>
<td>indicator [0;1]</td>
<td>UNCTADstat</td>
</tr>
<tr>
<td></td>
<td>( DistGDP_{pc_{ij,t}} )</td>
<td>-</td>
<td>the relative difference in GDP per capita of entities belonging to the analysed pair of countries</td>
<td>indicator [0;1]</td>
<td>UNCTADstat</td>
</tr>
<tr>
<td>Location variables</td>
<td>( BORD_{ij} )</td>
<td>+</td>
<td>common border between i-EU' country and j-EU country</td>
<td>dummy</td>
<td>CEPII database</td>
</tr>
<tr>
<td>Membership</td>
<td>( EU_{ij,t} )</td>
<td>+</td>
<td>binary variable: 1 if i-EU' and j-EU country in t-period were both in EU, 0 others</td>
<td>dummy</td>
<td>CEPII database</td>
</tr>
<tr>
<td></td>
<td>( Euro_{ij,t} )</td>
<td>+</td>
<td>binary variable: 1 if i-EU' country and j-EU country in t-period were both in EMU, 0 others</td>
<td>dummy</td>
<td>CEPII database</td>
</tr>
</tbody>
</table>


The study thus assumes the following linearized form of the gravity model:

\[
\ln E_{ij,t} = a_0 + a_1 \ln GDP_{i,t} + a_2 \ln GDP_{j,t} + a_3 \ln GDP_{pc_{i,t}} \\
+ a_4 \ln GDP_{pc_{j,t}} + a_5 \ln DistGDP_{ij,t} + a_6 \ln DistGDP_{pc_{ij,t}} + a_7 \ln Dist_{ij,t} \\
+ a_8 \ln BORD_{ij,t} + a_9 \ln EU_{ij,t} + a_{10} \ln Euro_{ij,t} + \epsilon_{ij,t} \tag{5}
\]

where
- \( E \) – export of i country to j country,
- \( a_0 \) – constant,
- \( a_1, \ldots, a_{10} \) – structural parameters of the model for the above-mentioned variables,
- \( \epsilon \) – random element, \( t = 1, \ldots, 21. \)
4. EMPIRICAL RESULTS AND DISCUSSION

The regression analysis for the panel data can be performed assuming there are no individual effects (pooled model), assuming also the homogeneity of all analyzed objects. However, because in practice this assumption is difficult to achieve, two other basic approaches (Bell & Jones, 2015) are used to estimate the parameters of a model based on the panel data. The first is a fixed effects estimator (FE), which assumes that the individual effects for individual units are not accidental and can be estimated and therefore accounted for the difference in the free expression. The second way is to use the random effects estimator (RE), which treats individual effects as random variables and they are a part of the random component.

Calculations were made by using the Gretl statistical software, estimating the parameters of the model separately for the export streams of each, distinguished by the intensity of utilization of the production factors, the goods group (Maciejewski, 2017). The statistically insignificant variables were removed from the model and then the estimation of the parameters was repeated. In the first place, the pooled model was estimated using the classical least squares (CLS) method. The results are shown in Table 3.

Table 3

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant</td>
<td>$a_0$</td>
<td>-2.247***</td>
<td>-3.375***</td>
<td>-3.682***</td>
<td>-5.649***</td>
<td>-5.976***</td>
</tr>
<tr>
<td>H1a</td>
<td>$GDP_i$</td>
<td>0.836***</td>
<td>0.885***</td>
<td>0.971***</td>
<td>0.840***</td>
<td>0.961***</td>
</tr>
<tr>
<td></td>
<td>$a_1$</td>
<td>0.674***</td>
<td>0.788***</td>
<td>0.754***</td>
<td>0.715***</td>
<td>0.737***</td>
</tr>
<tr>
<td>H1b</td>
<td>$GDP_{pc}$</td>
<td>-0.352***</td>
<td>-0.244***</td>
<td>-0.198***</td>
<td>0.107***</td>
<td>-0.070***</td>
</tr>
<tr>
<td></td>
<td>$a_2$</td>
<td>-0.188***</td>
<td>-0.235***</td>
<td>-0.308***</td>
<td>-0.365***</td>
<td>-0.197***</td>
</tr>
<tr>
<td>H2a</td>
<td>$DistGDP_{z}$</td>
<td>-0.013***</td>
<td>-0.040***</td>
<td>-0.308***</td>
<td>-0.017***</td>
<td></td>
</tr>
<tr>
<td>H2b</td>
<td>$DistGDP_{pc}$</td>
<td>-0.084***</td>
<td>-0.022***</td>
<td>-0.086***</td>
<td>-0.040***</td>
<td></td>
</tr>
<tr>
<td>H3</td>
<td>$Dist_i$</td>
<td>-1.031***</td>
<td>-1.105***</td>
<td>-1.163***</td>
<td>-1.013***</td>
<td>-1.087***</td>
</tr>
<tr>
<td>H4</td>
<td>$BORD_{ij}$</td>
<td>1.103***</td>
<td>0.712***</td>
<td>0.756***</td>
<td>0.456***</td>
<td>0.499***</td>
</tr>
<tr>
<td>H5</td>
<td>$EU_{ij}$</td>
<td>0.444***</td>
<td>0.185***</td>
<td>0.379***</td>
<td>0.379***</td>
<td>0.050**</td>
</tr>
<tr>
<td>H6</td>
<td>$Eurr_{ij}$</td>
<td>0.110***</td>
<td>-0.046***</td>
<td>0.065***</td>
<td>-</td>
<td>-0.122***</td>
</tr>
<tr>
<td>R²</td>
<td></td>
<td>0.794</td>
<td>0.862</td>
<td>0.849</td>
<td>0.812</td>
<td>0.851</td>
</tr>
</tbody>
</table>

Statistical significance at * p < 0.1; ** p < 0.05; *** p < 0.01.
Column 1 – resource-intensive goods; Column 2 – labour-intensive goods; Column 3 – capital intensive goods; Column 4 – technology-intensive goods easy to imitate; Column 5 – technology-intensive goods difficult to imitate.
Factors that were not statistically significant were removed from the model.
Source: own calculations based on the data of (UNCTAD 2018) and (EUROSTAT 2018).

Diagnostic tests were then performed to determine whether the panel model could be estimated using CLS method, or whether individual effects for individual pairs of countries were used for the fixed effects (FE) or random effects (RE) estimators. The merit of using the CLS method instead of the FE estimator is determined by the test of the combined significance of group mean inequality (Wald test). The Breusch-Pagan test allows us to determine whether the CLS method gives better results than the RE estimator (Zaman, 2000). For all categories of goods, the results of the tests indicated the need to reject the assumption that the CLS method-based pooled model was correct for the significance of fixed and random effects. For the choice between the FE and RE estimators, Hausman’s test is used to examine the correlation between explanatory variables and random effects. Hausmann’s test results for all goods groups have shown the superiority of the FE effect estimator. The results obtained using the FE estimator are given in Table 4.
It is necessary to omit in the model the variables whose values are constant over time for each pair of countries, what is research limitation of the analysis using the fixed effects estimator (Folfas, 2011). Our analysis such a constraint concerns two key variables for gravity models such as a geographic distance and common boundaries. In this situation, the random effects estimator (RE) is an alternative but requires an additional assumption that the explanatory variables with individual effects are not correlated. This assumption was not fulfilled. It is also possible to use dynamic panel models in which explanatory variables are replaced by instruments that are variable levels, delayed by two or more periods. The results of the panel dynamic model estimation are presented in Table 5.

Table 4

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant</td>
<td>$a_0$</td>
<td>-8.596***</td>
<td>-2.975***</td>
<td>-4.849***</td>
<td>-5.086***</td>
<td>-5.451***</td>
</tr>
<tr>
<td>$H1a$</td>
<td>$GDP_i$</td>
<td>$a_1$</td>
<td>0.748***</td>
<td>0.752***</td>
<td>0.864***</td>
<td>0.792***</td>
</tr>
<tr>
<td></td>
<td>$GDP_j$</td>
<td>$a_2$</td>
<td>0.704***</td>
<td>0.747***</td>
<td>0.672***</td>
<td>0.715***</td>
</tr>
<tr>
<td>$H1b$</td>
<td>$GDP_{pc}$</td>
<td>$a_3$</td>
<td>1.490***</td>
<td>2.939***</td>
<td>2.192***</td>
<td>1.475***</td>
</tr>
<tr>
<td></td>
<td>$GDP_{pg}$</td>
<td>$a_4$</td>
<td>-0.570***</td>
<td>0.401***</td>
<td>0.661***</td>
<td>0.837***</td>
</tr>
<tr>
<td>$H2a$</td>
<td>$DistGDP$</td>
<td>$a_5$</td>
<td>-</td>
<td>-</td>
<td>-0.049***</td>
<td>-0.018***</td>
</tr>
<tr>
<td>$H2b$</td>
<td>$DistGDP_{pc}$</td>
<td>$a_6$</td>
<td>-</td>
<td>-</td>
<td>-0.026**</td>
<td>-</td>
</tr>
<tr>
<td>$H3$</td>
<td>$Dist_i$</td>
<td>$a_7$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$H4$</td>
<td>$BORD_i$</td>
<td>$a_8$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$H5$</td>
<td>$EU_i$</td>
<td>$a_9$</td>
<td>0.121***</td>
<td>-</td>
<td>0.209***</td>
<td>0.376***</td>
</tr>
<tr>
<td>$H6$</td>
<td>$Euro_i$</td>
<td>$a_{10}$</td>
<td>0.125***</td>
<td>-0.046***</td>
<td>-0.031**</td>
<td>0.199***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.961</td>
<td>0.966</td>
<td>0.966</td>
<td>0.947</td>
</tr>
</tbody>
</table>

Intra-group R²

|          | 0.585     | 0.556     | 0.605     | 0.577     | 0.577     |

Statistical significance at * $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$.

Column 1– resource-intensive goods; Column 2 – labor intensive goods, Column 3 – capital intensive goods; Column 4 – technology-intensive goods easy to imitate; Column 5 – technology-intensive goods difficult to imitate. Factors that were not statistically significant were removed from the model.

Source: own calculations based on the data of (UNCTAD 2018) and (EUROSTAT 2018).

Table 5

<table>
<thead>
<tr>
<th>Variable</th>
<th>Parameter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>constant</td>
<td>$a_0$</td>
<td>-1.340***</td>
<td>-3.151***</td>
<td>-1.688***</td>
<td>-0.586***</td>
<td>-2.972***</td>
</tr>
<tr>
<td>$H1a$</td>
<td>$GDP_i$</td>
<td>$a_1$</td>
<td>0.472***</td>
<td>0.912***</td>
<td>0.493***</td>
<td>0.171***</td>
</tr>
<tr>
<td></td>
<td>$GDP_j$</td>
<td>$a_2$</td>
<td>0.382***</td>
<td>0.810***</td>
<td>0.383***</td>
<td>0.149***</td>
</tr>
<tr>
<td>$H1b$</td>
<td>$GDP_{pc}$</td>
<td>$a_3$</td>
<td>-0.195***</td>
<td>-0.268***</td>
<td>-0.107***</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$GDP_{pg}$</td>
<td>$a_4$</td>
<td>-0.094***</td>
<td>-0.257***</td>
<td>-0.162***</td>
<td>-0.099***</td>
</tr>
<tr>
<td>$H2a$</td>
<td>$DistGDP$</td>
<td>$a_5$</td>
<td>-</td>
<td>-0.591***</td>
<td>-0.007*</td>
<td>-</td>
</tr>
<tr>
<td>$H2b$</td>
<td>$DistGDP_{pc}$</td>
<td>$a_6$</td>
<td>-0.040***</td>
<td>-0.023*</td>
<td>-</td>
<td>-0.012***</td>
</tr>
<tr>
<td>$H3$</td>
<td>$Dist_i$</td>
<td>$a_7$</td>
<td>-0.589***</td>
<td>-1.136***</td>
<td>-1.163***</td>
<td>-0.216***</td>
</tr>
<tr>
<td>$H4$</td>
<td>$BORD_i$</td>
<td>$a_8$</td>
<td>0.628***</td>
<td>0.724***</td>
<td>0.397***</td>
<td>0.082***</td>
</tr>
<tr>
<td>$H5$</td>
<td>$EU_i$</td>
<td>$a_9$</td>
<td>0.236***</td>
<td>0.095**</td>
<td>0.145***</td>
<td>0.098***</td>
</tr>
<tr>
<td>$H6$</td>
<td>$Euro_i$</td>
<td>$a_{10}$</td>
<td>0.073***</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Statistical significance at * $p < 0.1$; ** $p < 0.05$; *** $p < 0.01$.

Column 1– resource-intensive goods; Column 2 – labor-intensive goods, Column 3 – capital intensive goods; Column 4 – technology-intensive goods easy to imitate; Column 5 – technology-intensive goods difficult to imitate. Factors that were not statistically significant were removed from the model.

Source: own calculations based on the data of (UNCTAD 2018) and (EUROSTAT 2018).
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The verifying of the assumed hypotheses (H1-H6) was done the base of the gravity model and statistical calculations and results presented in Tables 3-5. The results of the estimation of the described methods give a consistent result on the direction of GDP changes of the exporter’s country and its partner on the export of the distinctive components of its goods structure. A positive correlation between the size of economies and the value of trade between them was confirmed. It was found that the impact of these factors was not the same for goods based on the use of various factors of production. The results of the estimation of the dynamic model illustrate particularly strongly this diversity, which reveals that the larger is the size of the economies participating in the exchange is, the smaller is the export of labour-intensive goods.

The estimation of the parameters determining the direction and the force of the impact of GDP per capita changes on trade did not give unambiguous answers. The FE estimator shows a positive effect of GDP per capita of the exporting country on the value of turnover. However, this does not apply to technology-intensive goods difficult to imitate, which can be explained by the fact that, on one hand, because of increasing the productivity of these products, they are sold on non-EU markets, and on the other hand, changes in consumer preferences in the market of the exporting country lead to the absorption of these products in the local market. The high level of economic development is also conducive, particularly in the context of the single market, to shifting production factors whose migration may be an alternative to trade. On the other hand, the growing GDP per capita of a partner country results into an increase in the supply of all categories of goods, excluding resource-intensive goods, to the market, which can also be explained by a change in consumer preferences, which, along with progressive economic development, are turning towards technologically advanced goods. This finds the acknowledgment at the highest value of the parameter specifying the interaction of this particular variable. Parameters estimated in pooled and dynamic models accept lower values and confirm the direction of the impact of GDP per capita changes on exports only in those cases where the negative relationship was previously identified.

The geographic distance sharing partners measured by the GDP gap and GDP per capita, in cases where it turned out to be statistically significant, was expected to be negatively correlated with the value of exports, as expected. This confirms the assumptions of the theory of similarity of preferences for increasing turnover between economies in similar stages of development.

The geographical factor has turned out to be an important determinant of trade turnover. With varying intensity, but for all goods categories, the distance between partners was a barrier to the increase in turnovers (especially for capital-intensive goods), while having a common boundary facilitated the intensification of trade (mainly resource- and labor-intensive goods).

The membership of both trading partners in the EU has also been statistically significant and conducive to the increase in trade. In this respect, however, membership in the euro area was often less relevant (statistically insignificant), and in the case of technology-intensive goods difficult to imitate (high-tech products), it was correlated negatively with the value of exports, which could be found in the attractiveness of alternative to trade the migration of production factors in the euro area.

5. CONCLUSION

The results obtained in this study are in line with the prior results of other researchers from different corners of our globe. Stojčić, Vojinić and Aralica (2018) proved that trade liberalization in the EU increased the quality of exports and the share of high technology intensive industries in its structure across all new member states, similarity we observed a positive impact of the EU on international trade. Kumar and Ahmed (2015) found that the South Asia Free Trade Agreement (SAFTA) produced trade creation among
its members, and this study similarly proves that the EU as the integrating grouping has a stimulating impact on international trade. Cieslik, Michalek and Mycielski (2012) found that the adoption of the euro results in trade expansion for the CEE countries. Similarly, our results prove the positive impact of euro on international trade. In some cases the results needs to be looked into very carefully. The situation in the European Union (small versus large member states) seems to be a bit similar to the situation of Canada (small and large provinces) and this is why the results in some points are ambiguous, which means there is much to be learned from attempting to explain the variation (Agnosteva et al., 2019).

The conducted analysis of data showed that the structure of exports of EU countries taking into account the goods groups due to its intensity of use of production factors is highly diverse. This applies not only to countries at different levels of economic development but also to those with similar levels and having similar resources of production. In spite of the functioning of the Single European market, the free movement of goods, services, capital and labour, such factors (being crucial in the design of gravity-based foreign trade models) remain essential for the attractiveness of commercial co-operation as (i) the size and level of economic partners, (ii) the geographical distance or (iii) the common border (Table 6). Their importance results in the unequal distribution of trade in products differing in the intensity of use of different production factors.

Table 6

<table>
<thead>
<tr>
<th>No.</th>
<th>Hypotheses</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>H1a:</strong> The higher GDP, both of the exporting country and of the importing country (as its partner), should, therefore, be conducive to an increase in the value of the trade.</td>
<td>confirmed</td>
</tr>
<tr>
<td></td>
<td><strong>H1b:</strong> The higher levels of GDP per capita of both exporting and importing partners foster an increase in the value of the trade.</td>
<td>---</td>
</tr>
<tr>
<td></td>
<td><strong>H2a:</strong> The lower the indicator of the relative difference in the value of GDP of entities belonging to the analyzed pair of countries, especially in bigger economies, the larger the volume in trade between these countries.</td>
<td>confirmed</td>
</tr>
<tr>
<td></td>
<td><strong>H2b:</strong> Leveling the GDP per capita of trading partners cause the increase of the value of their trade.</td>
<td>confirmed</td>
</tr>
<tr>
<td></td>
<td><strong>H3:</strong> The closer the geographic distance of the exporting and the importing partners, the intensity of trade is higher.</td>
<td>confirmed</td>
</tr>
<tr>
<td></td>
<td><strong>H4:</strong> Having a common border between the exporting and importing partners stimulate the value of the trade.</td>
<td>confirmed</td>
</tr>
<tr>
<td></td>
<td><strong>H5:</strong> The membership in the EU as the integration grouping stimulates trade between exporting and importing partners.</td>
<td>confirmed</td>
</tr>
<tr>
<td></td>
<td><strong>H6:</strong> The membership in the single currency area (EMU) stimulates trade between exporting and importing partners.</td>
<td>only dynamic model</td>
</tr>
</tbody>
</table>

*Source:* own study.

It is also worth noting that there are a number of obtained results deviated from the theoretical assumptions of the gravity model, whose explanation might lie in the integration of European markets. Creating beneficial conditions for the flow of production factors can create other flows alternative to trade, particularly of these factors, which are characterized by a high level of mobility, such as capital and technology.

There are some obvious implications of the empirical results presented in this study. To intensify both the value and volume of international trade in a given economy, the policy makers should focus on trading partners of the similar relative wealth within a short geographical distance. Policy makers should be very cautious and cool down any populistic voices on nationalism and the separation from the EU as it would
certainly decrease the value of international trade, as it was showed in the results in this article and by many other researchers.

The research method adopted in the study has a number of limitations, which does not allow uncritically to accept the obtained results. “The gravity model has become the ‘workhorse’ baseline model for estimating the effects of international integration, this has important empirical implications. In particular, we show that, unless heterogeneity is accounted for correctly, gravity models can greatly overestimate the effects of integration on the volume of trade” (Cheng & Wall, 2004). The application and the line of reasoning is primarily based on a comparative analysis of export goods structures, but ignores other aspects of the internal determinants of the functioning of the economies or firms operating within them. This is the direction for further research, which should focus on selected factors of production.

Of course, there is a need to conduct further empirical investigations into this research problem. It would be good to enrich the augmented gravity model of new variables such as the financial distance measured by the integration degree of financial markets; the measures of transport performance (like transportation cost, shipment delays, supply chain logistics), or cultural distance.
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